
The Recombination of Propargyl Radicals: Solving the Master Equation

James A. Miller* and Stephen J. Klippenstein

Combustion Research Facility, Sandia National Laboratories, LiVermore, California 94551-0969

ReceiVed: January 26, 2001; In Final Form: May 21, 2001

We have investigated theoretically the recombination reaction between two propargyl (C3H3) radicals using
previously published BAC-MP4 calculations (supplemented by DFT-B3LYP results) to characterize the
potential energy surface, RRKM theory to compute microcanonical rate coefficients, and solutions to the
time-dependent, multiple-well master equation to predict thermal rate coefficients and product distributions
as a function of temperature and pressure. The thermal rate coefficientk(T,p) drops off precipitously at high
temperature, regardless of the pressure. Below 500 K,k(T,p) ≈ k∞(T), the high-pressure limit rate coefficient
for initial complex formation, independent ofp. For 500 K< T < 2000 K, the rate coefficient increases with
increasing pressure, as one would normally expect. At 2000 K, the “coalescence temperature” for this reaction,
k(T,p) ) k0(T), the zero-pressure rate coefficient, and only bimolecular products (phenyl+ H) are predicted,
no matter how high we make the pressure. The latter effect is a consequence of all the intermediate complexes
reaching their “stabilization limits,” a concept discussed extensively in the text. Below 800 K, many C6H6

isomers are formed as products, and the pressure and temperature dependence of the branching fractions is
easily understood from conventional reasoning. Above 800 K, the product distributions begin to be dominated
by isomers reaching their stabilization limits and disappearing as important products. Above 1200 K, the
only significant products are fulvene, benzene, and phenyl+ H. Beyond 1700 K fulvene disappears, and for
T > 2000 K the only products are phenyl+ H. We discuss our results in terms of the eigenvalues and
eigenvectors ofG, the transition matrix of the master equation. A “good” rate coefficient exists only when
the rate is controlled by a single eigenvalue ofG. A jump of thek(T,p) curve for any pressure from one
eigenvalue to another is triggered by the reaching of critical stabilization limits, producing “avoided crossings”
of the eigenvalue curves. It is at such avoided crossings that biexponential reactant decays occur.

Introduction

Resonantly stabilized free radicals (RSFR’s) are generally
believed to play a critical role in the formation of aromatic
compounds, polycyclic aromatic compounds, and soot in the
combustion of hydrocarbon fuels.1-25 The unpaired electron in
such radicals is delocalized and spread out over two or more
sites in the molecule, resulting in at least two corresponding
resonant electronic structures of comparable importance. As a
result of the delocalization of the unpaired electron, resonantly
stabilized free radicals normally form weaker bonds than do
ordinary radicals, particularly with stable molecules1,22,23,26,27

(perhaps most notably with molecular oxygen). Such weakly
bound addition complexes are not easily stabilized by collisions
at high temperature, nor do they readily support rearrangement.
Consequently, RSFR’s are relatively unreactive and can reach
high concentrations in flames. These high concentrations and
the relatively rapid rates at which one RSFR may react with
another make RSFR+ RSFR reactions an important mechanism
for building higher hydrocarbons in flames.

The simplest and most important RSFR, at least from a
combustion chemistry point of view, is propargyl (C3H3), which
has the two resonant Kekule´ structures, the first of which is

dominant. Although other reactions may make important
contributions under certain conditions, the reaction between two
propargyl radicals,

is generally believed to be the single most important cyclization
step in flames of aliphatic fuels.1,2-4,8-10,16-24,28,29Moreover,
many other RSFR’s postulated to be important in the cyclization
and PAH growth processes are simply radical-substituted
propargyls,1,17,18e.g., 1-methylallenyl (CH3CCCH2). Therefore,
it is extremely important to understand the mechanism of reac-
tion (R1) in some detail, particularly the extent to which it may
form cyclic products such as benzene, fulvene, and phenyl+ H.

The theoretical prediction of the rate coefficient and product
distribution of the C3H3 + C3H3 reaction is a daunting task.
However, this reaction has a number of important features that
are likely to be typical of reactions involved in higher
hydrocarbon growth in flames. First, the two propargyl radicals
can collide in three different ways, forming three chemically
distinct collision complexes. Each of these complexes may in
turn rearrange to form any one of a number of other complexes
(corresponding to different isomers of C6H6) with no intrinsic
energy barrier. A further complication is that all of the accessible
complexes live long enough to suffer numerous collisions under
normal conditions.1 Moreover, for reasons discussed extensively
in a previous article,1 simple approximations to the collisional

C3H3 + C3H3f products (R1)
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stabilization process, such as strong-collider or pseudo strong-
collider models, are not likely to produce accurate rate coef-
ficients and product distributions. There appears to be no
reasonable alternative but to seek solutions to the full multiple-
well master equation.

The present article describes such a master-equation approach
to the propargyl+ propargyl recombination reaction. We make
use of the BAC-MP4 potential energy surface (PES) of Miller
and Melius22 and Melius et al.23 throughout, even though several
modifications have suggested themselves during the course of
the analysis. For the present, we restrict ourselves simply to
determining the consequences of the BAC-MP4 potential. These
results should provide a convenient point of departure for future
work, pointing out where more experiments and refinements to
the potential are needed.

Theory

Potential Energy Surface.The potential energy surface on
which the present analysis is based is depicted diagrammatically
in Figure 1. As mentioned in the Introduction, the energies of
all the stationary points, including the separated fragments, come
from BAC-MP4 electronic structure calculations,22,23 even
though subsequent work on various aspects of the C6H6

potential30-34 may need to be taken into account in future work.
However, we did replace the less accurate Hartree-Fock
vibrational frequencies and rotational constants that come out
of the BAC-MP4 method with our own density functional (DFT-
B3LYP/6-31G*) calculations of these quantities.

Figure 1 is separated into 2 parts: Figure 1a shows the C6H6

isomers that can result from head-to-head and tail-to-tail

recombination of the two propargyl radicals (the head is the
CH2 end and the tail is the CH end of propargyl), and Figure
1b shows those that can form from head-to-tail recombination.
Both reaction paths go through fulvene (well IV), and the
subsequent fulvenef benzene isomerization and benzenef
phenyl + H dissociation are common to the two paths. The
BAC-MP4 calculations22,23 show several other C6H6 isomers
that may be formed from C3H3 + C3H3 with no intrinsic energy
barrier; however, these isomers are energetically less accessible
than the ones shown in the diagram by at least 25 kcal/mol.
Consequently, we have neglected them in the present analysis.
Such an approximation substantially reduces the strain on our
computing resources.

The Loose Transition States.Figure 1 shows four “loose”
transition states, i.e., states with no energy barrier in the
exothermic direction. These bond-breaking (bond-forming)
processes correspond to the formation from propargyl+
propargyl of 1,5-hexadiyne (TS-1a), 1, 2, 4, 5-hexatetraene (TS-
1b), and 1, 2-hexadiene-5-yne (TS-1c), and to the dissociation
of benzene to form phenyl+ H (TS-8). There is no information
currently available for these regions of the PES, and it is beyond
the scope of the present work to calculate such potentials from
first principles. To do so correctly requires the use of relatively
sophisticated multireference methods. Rather, we have chosen
to approximate these parts of the potential in the manner
described by Miller and Klippenstein.35

For each of the loose transition states, the potential is divided
into three parts. (1)The potential along the reaction coordinate.
This part of the potential is approximated by the Varshni
function.35,36 The Varshni potential is similar to a Morse
potential except that it is “flatter” at large bond distances, and
thus it is likely to be a more accurate representation of real
bonding potentials than is the Morse function. The two
parameters in the Varshni potential are calculated from the BAC-
MP4 bond energy and from the force constant matrix at the
potential minimum. The latter comes from a DFT-B3LYP/6-
31G* calculation and containsVRR(Ro), the second derivative
of the potential with respect to the distanceR between the
bonding atoms at the potential minimum, which is used to
determine the Varshniâv. (2) The potential for the “conserVed”
degrees of freedom orthogonal to the reaction coordinate. The
second contribution to the potential corresponds to the degrees
of freedom that can be identified as normal-mode vibrations in
the separated fragments and is assumed to be the same as in
those fragments. Such an assumption is motivated by the
observation that variationally determined transition states for
bond-breaking reactions usually lie at relatively large values of
R. (3) The potential for the “transitional” degrees of freedom
orthogonal to the reaction coordinate. This last piece of the
potential is described in terms of a set of internal angles and is
written essentially as a sum of products (in pairs) of sinusoidal
functions whose phases and periods are determined by symmetry
(see eq 4 of ref 35). The coefficients in the expression are
functions of R, and their values are derived from the force
constant matrix discussed above. This matrix is calculated only
at R ) Ro, and the required matrix elements are assumed to
decay exponentially with the distance between the bonding
atoms,

The tightening (or loosening) parameterη is treated as an
adjustable constant for each transition state. Their values are
chosen to give rate coefficients that are consistent with low-
temperature kinetics experiments.

Figure 1. Potential energy diagram for the recombination of two
propargyl radicals. Part (a) is for head-to-head and tail-to-tail recom-
bination; part (b) is for head-to-tail recombination.

Fij(R) ) Fij(Ro) exp[-η(R - Ro)] (1)
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To determine appropriateη values, we calculate the “high-
pressure limit” rate coefficientski∞ for each of the transition
states (i ) 1a, 1b, 1c, 8) using microcanonical, J-resolved
variational transition state theory (µVT-J).1,37-39 Such rate
coefficients are given by the expression

whereâ ) (kBT)-1, T is the temperature,kB is Boltzmann’s
constant,h is Planck’s constant,E is the total internal energy,
QRm is the reactant partition function (including relative
translational contributions),J is the total angular momentum
quantum number, andNi

((E, J) is the sum of states with
energy less than or equal toE and total angular momentum
quantum number equal toJ. For i ) 1a, 1b, and 1c, the reactants
are taken to be two propargyl radicals, but fori ) 8 the reactants
are phenyl+ H (in the latter case, of course, the energy scale
in eq 2 is shifted appropriately).

Fahr and Nayak40 have determined both the total rate
coefficient k and product distribution of the C3H3 + C3H3

reaction atT ) 295 K and a pressure ofp ) 50 Torr. They
give k ) 4.0 × 10-11 cm3/molecule-s, withRI ) 0.60 andRv

) 0.25, whereRI and Rv are the branching fractions for
stabilization into well I and well V, respectively. They also
detected a third C6H6 isomer, of unknown identity, whose
formation accounts for 15% of the reaction. This information
yields three independent rate coefficients that we equate with
k1a∞, k1c∞, andk1b∞ at T ) 295 K. The values ofη1a, η1b, and
η1c are adjusted to give these rate coefficients in our analysis.
The assumption that the total rate coefficient is in the high-
pressure limit under these conditions is justified by the results
presented below. However, the assumption about the product
distribution implicit in this procedure neglects the possibility
that the complexes formed initially from C3H3 + C3H3 can
rearrange and be stabilized as some other isomer under the
experimental conditions of Fahr and Nayak. Nevertheless, the
assumption we have made is the most objective a priori choice
that we have at our disposal. Furthermore, the relative ordering
of the rate coefficients matches expectations based on the
dominance of the propargyl resonance structure with the
unpaired electron on the CH2 site. The room-temperature product
distribution is discussed below. Figure 2 shows the calculated
values of k1a∞(T), k1b∞(T), and k1c∞(T) consistent with our
assumptions.

Figure 3 shows values ofk8∞(T) for various values ofη8.
Also shown on the plot is the single direct experimental value
for the phenyl+ H rate coefficient of which we are aware. We

have chosen in our analysis to use a value ofη8 ) 0.9, even
though the theoretical value ofk8∞ using this value ofη8 lies
below the experimental rate coefficient. This choice was made
for two reasons: (1) We expected that the formation of phenyl
+ H from C3H3 + C3H3 might be a controversial result, and
we wanted to be somewhat conservative in our prediction for
this channel. Of course, larger values ofk8∞ lead to larger values
of the branching fraction to phenyl+ H, everything else being
equal. (2) The functional form we use to represent bond-breaking
potentials (all three parts) generally leads to rate coefficients
that increase with temperature. This may or may not be correct.
Such rate coefficients could remain constant or decrease slightly
with increasing temperature. The present choice ofη8 ) 0.9
results in values ofk8∞(T) for T g 1000 K that are just slightly
smaller than the experimental room-temperature value.

Microcanonical Rate Coefficients, State Counting, and
Hindered Rotors. Under the constraints of the RRKM ap-
proximation, any one of the dissociation or isomerization
processes depicted in Figure 1 can be described in terms of a
microcanonical rate coefficientk(E)

where Nj
((E) is the sum of states for transition statej with

energy less than or equal toE, andFi(E) is the density of states
per unit energy for isomeri, i.e., theith well in Figure 1. The
µVT-J approach1,37-39 is used in the present analysis to calculate
Nj

((E, J) for the loose transition states, and conventional
transition-state theory is employed for the tight ones. In either
case,Nj

((E) andFi(E) are computed from sums overJ, Nj
((E)

) ∑J(2J + 1)Nj
((E, J), Fi(E) ) ∑J(2J + 1)Fi(E, J). The present

problem formulation does not rigorously conserve angular
momentum. An angular momentum conserving approach would
require the solution of a two-dimensional master equation, and
such solutions for a problem as complex as this one are well
beyond our current resources. However, the use ofµVT-J to
calculatek(E) for the loose transition states incorporates some
important angular momentum effects into the calculation.

There are two exceptions to the above discussion. Transition
state 4 (TS-4) consists of two saddle points with a relatively
shallow well in between, too shallow for any significant
stabilization to occur. Consequently, we approximateN4

((E) as
N4a

( N4b
( /(N4a

( + N4b
( ), which assumes that the well is deep

enough for the RRKM assumption to apply, but not deep enough
to support stabilization. There is another, even shallower, well

Figure 2. Rate coefficientsk1a∞(T), k1b∞(T), andk1c∞(T) corresponding
to the three different ways two propargyl radicals can come together. Figure 3. Rate coefficientk8∞(T) for various values ofη8, the tightening

parameter for TS-8. The experimental result is due to Ackermann et
al.70

ki∞ )
1

hQRm(T)
∫0

∞[∑J

(2J + 1)Ni
((E, J)] exp(-âE) dE (2)

k(E) )
Nj

((E)

hFi(E)
(3)
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in Figure 1b between transition states 5 and 6. However, there
is no significant barrier between this well and well VI.
Consequently, we effectively subsume it into well VI, taking
TS-5 to connect well V directly with well VI and TS-6 to
connect well VI directly with well IV, even though the shallow
carbene well is an intermediate in both cases. The shallow
carbene well makes a contribution to the density of states of
the two wells combined that is negligible compared with that
of well VI.

The sums and densities of states,N(E,J) andF(E,J), are
computed rigorously in the present investigation by methods
described previously,35,41-44 normally in the harmonic-oscillator
rigid-rotor approximation. However, some “vibrational” degrees
of freedom are not described accurately as harmonic oscillators.
The most common of these are torsional motions, in the present
case rotations about C-C single bonds. These are modeled in
the present analysis as hindered rotors, and their sums and
densities of states are calculated by methods discussed in some
detail in previous publications.35,41,42

The computer code VARIFLEX,45 written by Klippenstein
and co-workers, is used in all the calculations described here.

The Master Equation. To determine the rate coefficient
k(T,p) and product distribution for the propargyl+ propargyl
recombination reaction, we must consider the time-dependent,
multiple-well master equation.41-43,46-56 In our analysis, such
an equation is cast in the form of seven coupled integro-
differential equations:

In these equations,t is the time,Z is the collision number per
unit time, ni(E) dE is the number density of molecules (or
complexes) in welli with energy betweenE andE + dE, E0i is
the ground-state energy for welli, M is the number of wells
(seven (VII) in the present case),Pi(E,E′) is the probability that
a molecule in welli with energy betweenE′ andE′ + dE′ will
be transferred by collision to a state with energy betweenE
and E + dE, kij(E) is the unimolecular rate coefficient for
isomerization from wellj to well i, kdi(E) and kpi(E) are the
dissociation rate coefficients from welli to C3H3 + C3H3 and
to phenyl+ H, respectively;nR andnm are the number densities,
respectively, of the deficient and excess reactants (explained
below), andKeqi is the equilibrium constant for the recombina-
tion of C3H3 + C3H3 into well i. The functionFi(E) is the
equilibrium energy distribution in welli at temperatureT,

whereQi(T) is the vibrational-rotational partition function for
the ith well. Of course, many of the rate coefficients appearing
in eq 4 are taken to be identically zero in our calculations. In
fact, the only rate coefficients that are not zero are the ones
that have “reactants” and “products” directly connected by one
of the transition states shown in Figure 1.

For the present investigation we consider only cases where
nitrogen (N2) is the bath gas. Moreover, to produce a linear
master equation, we restrict our attention to a hypothetical,
experimentally unrealizable, physical situation in which we
envision two types of propargyl radicals, one in great excess

and the other deficient in concentration. To make the situation
concrete, one could think of the “excess” propargyl radicals (i.e.,
the ones that are present in more than sufficient quantities to
convert all the deficient ones to products) as having their central
carbon atoms replaced by a13C atom, although such an artifice
is not really necessary. In fact, there does not need to be any
real physical basis for distinguishing between the two types of
propargyls. When we perform the “experiment”, i.e., let the
propargyl radicals react, if two “excess” propargyl radicals react
with each other, we replace them immediately so thatnm, the
number density of the “excess” propargyls, remains constant.
Therefore, our experimental situation is such that

and the master eq 4 is linear. Of course, such an experimental
situation cannot be attained in the laboratory. But that is not
the point. The important point is that, if it could be realized,
we could extract kinetics information in the same way one
normally does for radical-molecule reactions. Theoretically,
we are not encumbered by experimental limitations. We only
have to imagine the situation and calculate the outcome. The
thermal rate coefficients and product distributions are the same
as those for any physically realistic, inherently nonlinear,
experiment as long as both sets of results are interpreted
correctly.

To complete the problem specification it is necessary to add
an equation fornR,

The terms in eq 7 represent the rates of dissociation and
recombination between C3H3 + C3H3 and wells I, II, and V, as
shown in Figure 1. In deriving eqs 4 and 7, it was assumed that
the reactants are maintained in a thermal distribution throughout
the course of the reaction even though the complexes are not.
Such an assumption is consistent with the inequalities 6.

To solve eqs 4 and 7, it is convenient to cast them in a
different form. In so doing we follow closely the development
given in our previous work,41 leaving out the details. First, let
xR(t) ) nR(t)/nR(0), xi(E, t) ) ni(E, t)/nR(0), and yi(E,t) )
xi(E,t)/fi(E), wherefi2(E) ) Fi(E)Qi(T). Then, after approximating
the integrals in eqs 4 and 7 as discrete sums with an energy
spacingδE, we can express them in the concise form (using
Dirac notation)

where|w(t)〉 is the vector of unknowns,

G is a real, symmetric matrix, andEl in ref 9 is the energy of
the lth gridpoint. Clearly,|w(t)〉 has 1+ ∑ i)I

VII Ni components,
whereNi is the number of grid points in the energy space of
well i.

dni(E)

dt
) Z∫E0i

∞
Pi(E, E′)ni(E′) dE′ - Zni(E) -

∑
j*i

M

kji(E)ni(E) + ∑
j*i

M

kij(E)nj(E) - kdi(E)ni(E) +

Keqikdi (E)Fi(E)nRnm - kpi(E)ni(E) (i ) I, ...,M) (4)

Fi(E) ) Fi(E)e-âE/Qi(T) (5)

nN2 . nm . nR (6)

dnR

dt
) ∑

i)I,II ,V
∫E0i

∞
kdi(E)ni(E)dE -

nRnm ∑
i)I,II ,V

Keqi∫E0i

∞
kdi(E)Fi(E) dE (7)

d
dt

|w(t)〉 ) G|w(t)〉 (8)

|w(t)〉 f [y1(E0l), ...y1(El), ...yi (E0i), ...yi (El), ...,

( nm

QRmδE)1/2

xR]T

,
(9)
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From the solution vector it is relatively straightforward to
extract information about the relative populationsxR(t), Xi(t),
andxp(t), where

and

and xp(t) is the fraction of the initial reactant concentration,
nR(0), that has formed bimolecular products at timet. As in
previous work, it is useful in interpreting our results to compute
a time-dependent rate coefficientk(T, p, t),

If xR ultimately goes to zero (it does) and decays exponentially
in time, k(T,p,t) ) k(T,p) is constant in time, and we have a
“good” rate coefficient. In cases where there are multiple-
exponential decays, we characterize the rate using eq 12 at the
time whenxR(t) has dropped to a value of 1/2. Similarly, to
avoid any ambiquity that might occur in the product distribution,
the branching fractions are defined as

whereτ is the time whenxR(τ) has dropped to a valuexR(τ) ≈
0.01, Ri is the branching fraction for stabilization into welli,
andRbi is the branching fraction for formation of bimolecular
products.

In the present investigation it was necessary to solve eq 8 by
two different methods. The first method is our method of choice.
It is the one we have used in our previous work41-43 and the
one employed by most other investigators.46-50,53,54Equation 8
has the solution

whereλj and|gj〉 are the 1+ ∑ i)1
M Ni (negative) eigenvalues and

eigenvectors ofG, and|w(0)〉 corresponds toxR(0) ) 1. Equation
14 can be thought of as an expansion in the normal modes of
relaxation ofG.43,57-60 The slow modes, i.e., the ones corre-
sponding to the algebraically largest eigenvalues (the ones with
the smallest absolute values), describe “chemical” processes,
whereas the others describe intermolecular energy transfer.
Typically there is one chemically significant eigenvalue/
eigenvector pair for each transition state in the problem,
consistent with the idea that a transition state is a “bottleneck”
for reaction in configuration space. In the present case, there
are eight chemically significant eigenvalues, with the transition
states marked 1a, 1b, and 1c in Figure 1, all correlating with a
single eigenvalue. It is instructive and useful to discuss our
results in terms of these eigenvalues and eigenvectors. Moreover,
eq 12 indicates that a “good” rate coefficient exists only when
xR(t) is governed by a single eigenvalue/eigenvector pair. In
such cases,xR(t) falls and the products rise with the same time
constant. To diagonalizeG and thus express the solution vector
|w(t)〉 as eq 14, we use the DSYEV routine from LAPACK.61

At low temperatures (in the present case forT < 1000 K) it
frequently occurs that eigenvalues that are very small in
magnitude are not computed accurately by the diagonalization
routine. In fact, in many instances they turn out positive.
Although such results usually do not affect the value of the
thermal rate coefficient (for reasons that will become obvious
below), they do impact the product distribution, at least for the
minor components. Consequently, forT < 1000 K, we integrate
eq 8 directly using the stiff ODE integrator VODE.62 This
method has been used previously by Miller and Chandler55,56

in solving the master equation for overtone dissociation and
isomerization problems. It is much more robust than the
eigenvector expansion method, but it is slightly more time-
consuming. However, it may well be possible to reduce the
computing time by adjusting the error control, a tactic that we
have not yet attempted.

All of the master equation calculations in the present work
were done with VARIFLEX,45 into which both the VODE and
eigenvector expansion methods have been incorporated. For
simplicity, a single-exponential down model was used for the
energy transfer function with〈∆Ed〉 ) 500 cm-1.

Results and Discussion

Both the product distribution and the thermal rate coefficient
k(T,p) are of considerable practical and theoretical interest.
Consequently, we discuss both in some detail below. Let us
begin with the rate coefficient.

The Thermal Rate Coefficient. Figure 4 is a plot of the
thermal rate coefficient versus temperature for a series of
pressures ranging fromp ) 1 Torr top ) 100 atm. Also shown
on the plot arek∞(T) ) k1a∞ + k1b∞ + k1c∞, the “high-pressure
limit” of the recombination rate coefficient, andk0(T), the rate
coefficient in the zero-pressure (collisionless) limit. There are
three important temperature regimes.

(i) T e 500 K. In this temperature range,k0(T) ≈ k∞(T), and
the rate coefficient for all intervening pressures is the same.
This behavior indicates that any C6H6 complex that is formed
from C3H3 + C3H3 ultimately ends up as some product, and
very few such complexes redissociate back to reactants. This
is not surprising in view of the character of the potential energy
surface (Figure 1), i.e., the rearrangement barriers all lie well
below the entrance-channel energy so that any complex that is
not stabilized can go on to phenyl+ H with relative ease.
However, it is interesting that very little phenyl+ H is actually
formed under these conditions, even atp ) 1 Torr.

(ii) 500 K < T < 2000 K.This is the temperature regime of
most practical interest, because virtually all combustion takes
place at these temperatures. In this range,k is a function of
both pressure and temperature. Increased pressure results in
higher collision rates, which in turn increase the stabilization
rates of the various C6H6 isomers. As expected,k(T,p) is a
monotonically increasing function of pressure in this regime.
In principle, for ordinary reactionsk(T,p) could increase with
pressure until it approachesk∞(T). However, reaching such a
limit is problematic at highT, even though, forp ) 100 atm,
k(T,p) ≈ k∞(T) up to T ≈ 1000 K.

(iii) T g 2000 K. This is an extremely intriguing regime,
one that we have also identified in our previous investigations
of the C2H5 + O2 and C2H3 + C2H2 reactions,41-43 although
the temperature at which it begins is highly reaction dependent.
In the present case, forT g 2000 K,k(T,p) ≈ k0(T) independent
of pressure, even though the intermediate complexes may suffer
numerous collisions. This situation occurs when activating
collisions, those with∆E g 0, become competitive with

Xi(t) ) ∫E0i

∞
xi(E, t) dE i ) I, ...,M (10)

xp(t) ) 1 - xR(t) - ∑
i)I

M

Xi(t) )
nH(t)

nR(0)
)

nphenyl(t)

nR(0)
(11)

k(T, p, t) ) - 1
nmxR(t)

dxR(t)

dt
(12)

Ri ) Xi(τ) i ) I, ...,M

Rbi ) xp(τ) (13)

|w(t)〉 ) ∑
j)1

NI+...NM+1

eλj t|gj 〉 〈gj|w(0)〉 (14)
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deactivating collisions (∆E < 0) at energies very high in the
energy manifolds of the various isomers shown in Figure 1.
Then the condition,〈∆E〉 ) 0 (where〈∆E〉 is the average energy
transferred in all collisions, both activating and deactivating),
can occur at similarly high energies. The energy at which〈∆E〉
goes to zero can be viewed as a stabilization bottleneck, since
a complex with such an energy that suffers a deactivating
collision is more likely in the next collision to be reactivated
than it is to lose more energy. If a dissociation or isomerization
transition state lies at an energy in the vicinity of the〈∆E〉 ) 0
energy, such a dissociation or isomerization serves as a “sink”
for complexes, and no stabilization occurs. ForT g 2000 K in
the C3H3 + C3H3 reaction, because of this phenomenon,
stabilization cannot occur inanyof the wells. Actually, such a
condition is reached at different temperatures for each of the
wells individually, but this becomes apparent only when one
looks at the product distributions. We shall refer to the condition
reached here at 2000 K as the “stabilization limit” (i.e., for all
the wells) and the temperature at which it occurs as the
“coalescence temperature.”

A particularly surprising result is the precipitous drop off of
k(T,p) with temperature, independent of pressure, between room
temperature and 2000 K. This is a consequence of the tight
transition states along the reaction path between C3H3 + C3H3

and benzene, particularly TS-4 and TS-7. The theoretical
predictions are in good agreement with the room-temperature
rate coefficient of Fahr and Nayak (they were constrained to
be) and are consistent with the slight increase ofk with
temperature implied by the result of Alkemade and Homann,63

whose experiments were performed between 2 and 4 Torr. Of
course, the latter agreement can be achieved only with a value
of k∞(T) that increases with temperature.

High-temperature experimental results fork(T,p) are ex-
tremely scarce. In fact, the only one that we could find is the
very recent investigation by Scherer et al.64 in whichk(T,p) was

obtained by indirect means in a shock tube experiment at
pressures of approximately 1-2 atm. These results are also
plotted in Figure 4. The agreement between our theoretical
predictions and the measurement of Scherer et al. is quite good.
Nevertheless, it would be extremely valuable to have more high-
temperature measurements ofk(T,p) (with which to compare
the theory) in order to confirm or deny the large decay of the
rate coefficient at these temperatures.

To illustrate the influence of the rearrangement barriers on
k(T,p), we have plotted in Figure 5 the rate coefficients at 50
Torr and 1 atm for two cases: (1) the BAC-MP4 results as
shown in Figure 4, and (2) a case whereE04a, E04b, andE07 (the
threshold energies for TS-4a, TS-4b, and TS-7) were reduced
by 10 kcal/mol.

The two sets of rate coefficients begin to deviate at roughly
800 K and differ by a factor of 6 at the coalescence temperature
(T ) 2000 K). Even with such a large modification to the barrier

Figure 4. Plot of k(T) for various pressures. The experimental results are due to Fahr and Nayak,40 Atkinson and Hudgens,29 Morter et al.,69

Scherer et al.,64 and Alkemade and Homann.63

Figure 5. Influence of reducingE04a, E04b, andE07 by 10 kcal/mol on
k(T,p) at p ) 50 Torr andp ) 1 atm.
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heights, probably beyond the error limits of the BAC-MP4
calculations,k(T,p) still drops off quite dramatically at high
temperature.

It is possible to check the impact of certain rotational effects
in our calculations, namely those associated with rotational
channel switching.1,65,66 Such effects are expected to be most
pronounced at the collisionless limit. In Figure 6 we plotk0(T)
from µVT (microcanonical variational transition-state theory)
andµVT-J, along withk(T) for p ) 10-5 Torr. These represent
three distinct ways of handling molecular rotation. InµVT there
is one dividing surface for each of the loose transition states at
every value ofE, andE is conserved in going from one transition
state to another. InµVT-J there is a different dividing surface
for everyE, J combination for each loose transition state, and
both E andJ are conserved between transition states. The rate
coefficient at 10-5 Torr is effectively at the collisionless limit.
In this calculation we treat angular momentum as described in
the Theory section, i.e., aµVT-J treatment of the loose transition
states, but onlyE is conserved in going from one transition state
to another. These three rate coefficients are indistinguishable
on the plot, and thus it is fair to say that angular momentum
conservation is not a dominant factor in determiningk(T,p).

The failure ofJ conservation to have an impact onk0(T) is
relatively easy to understand, at least qualitatively. At low
temperatures, loose transition states have dividing surfaces
located at relatively large fragment separations, and the dividing
surface positions indeed are controlled by centrifugal barriers.
However, at such low temperatures the rearrangement transition
states do not have much of an effect onk0(T), because they lie
so low in energy. Consequently, angular momentum conserva-
tion is not important. As temperature is increased and the tight
transition states begin to affectk0(T), the loose dividing surfaces
move to smaller fragment separations, where centrifugal barriers
are no longer the dominant effect, and again angular momentum
conservation is unimportant.

It is particularly interesting and informative to consider our
results in terms of the eigenvalues and eigenvectors ofG. There
are eight chemically significant ones. These in fact correspond
to the slow normal modes of relaxation of the entire system.
Because our mathematical model does not allow the bimolecular
products, phenyl+ H, to recombine, all the eigenvalues are
negative. Let us defineλ1 to be the algebraically largest
eigenvalue (the least negative one),λ2 to be the next largest
one, and so on. The corresponding eigenvectors are|g1〉, |g2〉,
etc. If we had allowed for the reverse process, phenyl+ H f
benzene, there would be another eigenvalue,λ0 ) 0, corre-
sponding to complete thermal and chemical equilibrium. If one
thinks of each of the terms in eq 14 as propagating sequentially

in time, it is conceptually easy to envision each chemically
significant eigenpair as a mini chemical reaction. Each eigen-
vector individually has the conservation property67,68(taking into
account eq 11)

where∆ indicates the change in population that accompanies
the propagation of thejth eigenpair fromt ) 0 to t ) ∞. Note
that the magnitudes of the terms in eq 15, i.e., the overall scale,
is different for different eigenvectors because the scalar coef-
ficient 〈gj|w(0)〉 is different in each case. If only one term in eq
15 is positive (the product) and one is negative (the reactant),
that eigenpair indeed represents a simple chemical reaction as
we normally think of it, with one reactant (or set of reactants)
and one product (or set of products). In such cases

wherekf andkr are the forward and reverse rate coefficients for
the reaction in question;-λi is called the “fundamental
relaxation rate”57-60 for that reaction. The equilibrium condition,
kf/kr ) Keq, allows determination ofkf andkr individually. (It
should be noted that, in case of the pseudo first-oder process
involving the reactants,kf and Keq each should be multiplied
by nm in eq 16 and the equilibrium condition.) However, the
situation can become much more complex than that just
described, with eq 15 having several negative terms and several
positive terms in the most complicated situations.

To help understand how the considerations just described
relate to the present analysis, consider Figure 7. Ifk(T,p) is
governed by a single eigenvalue ofG, which is the only way
that a “good” rate coefficient can exist, one obtains from eq 12

for i corresponding to one of the eight chemically significant
eigenvalues. Figure 7 shows values of-λi/nm for i ) 1, ..., 8
andk(T,p) for a pressure of 50 Torr, where the eigenvalue curves
are labeled by their size at low temperature. As temperature is
increased,k(T,p) first coincides with-λ8/nm, then-λ4/nm, and
finally -λ2/nm, with crossings of other eigenvalue curves along
the way and “avoided crossings”41-43 when k(T,p) switches
from one eigenvalue curve to another.

At low temperature it is relatively easy to identify one
transition state with each chemically significant eigenvalue,
consistent with the notion introduced in the Theory section that

Figure 6. Effect of various ways of handling angular momentum on
k0(T), the zero-pressure rate coefficient.

Figure 7. Rate coefficientk(T,p) and eigenvalue curves-λi/nm (i )
1, ..., 8) for the chemically significant eigenvalues atp ) 50 Torr.

(∆xR + ∑
i)I

VII

∆Xi + ∆xp)j ) 0 j ) 1, ..., 8 (15)

-λi ) kf + kr (16)

k(T,p) ) -λi/nm (17)
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the slow modes of relaxation correspond to bottlenecks in the
overall relaxation process. There is the exception to this rule
that TS-1a, TS-1b, and TS-1c all correlate with one eigenvalue,
λ8. The transition states that correlate with the various eigen-
values are shown on the diagram. As temperature is increased,
and various crossings and avoided crossings occur, the eigen-
value curves are distinguished in the plot by their transition
states, not by their relative magnitudes at a specificT. To
identify a transition state with an eigenvalue, we modified a
property (usually its barrier height) for each transition state
individually and inquired as to how the eigenvalue spectrum
was changed. Normally, oneλi was changed substantially with
the others remaining relatively constant. However, in the vicinity
of crossings and avoided crossings, it sometimes happened that
2 or 3λi could change when a barrier height was changed. This
normally happened when the eigenvalues were chemically
coupled in some way, e.g., representing competing isomerization
paths for a single complex. In all cases, when such a situation
occurred, oneλi was changed by a significantly larger fraction
than the others, and that eigenvalue was identified with the
transition state under investigation. At temperatures above a
crossing or avoided crossing, it is again relatively easy to make
the identifications, at least until an eigenvalue merges with the
“continuum” of energy-transfer eigenvalues above-λi/nm ≈
10-9 cm3/molecule-s.

At temperatures below thek(T,p) curve in Figure 7, where
the eigenvalues are distinct in magnitude from each other,-λi

can frequently be identified as the fundamental relaxation rate
for a simple isomerization or dissociation/recombination reac-
tion. The reactants and products of such reactions are the
chemical species directly connected by the transition state
corresponding to that eigenvalue, i.e., these are the only terms
in eq 15 that are nonzero. For exampleλ1 corresponds to the
benzenef phenyl+ H reaction,λ2 to fulveneT benzene,λ3

to fulveneT 2-ethynyl-1,3-butadiene, etc. The situation with
some of the other eigenvalues is slightly more complicated in
that multiple reactants or products are involved, but the basic
idea should be clear.

As the temperature increases the situation becomes more
interesting, particularly in the case of avoided crossings, where
two eigenvalue curves approach each other,k(T,p) jumps from
one curve to the other, and the curves then diverge. In such
cases there is a narrow temperature region in which∆xR in eq
15 is significantly negative for both eigenvectors involved, and
xR(t) exhibits biexponential decays corresponding to the two
eigenvalues. For example, nearT ) 1200 K thek(T,p) curve
jumps from-λ8/nm, corresponding to TS-1, to-λ4/nm, corre-
sponding to TS-4. Between 1200 and 1600 KxR(t) is controlled
by TS-4, even though this transition state is relatively far
removed from the reactants in configuration space. There is a
similar jump from-λ4/nm to -λ2/nm(TS-7) between 1600 and
1700 K. The rate coefficientk(T,p) ) -λ2/nm for T g 1700 K,
at least forp ) 50 Torr. The situation is similar at other
pressures as long as collisions are a major factor in determining
the rate coefficient. Changing the pressure does not change the
roles of the various transition states and eigenpairs, but it can
have an effect on the precise temperatures at which the crossings
and avoided crossings occur.

The Product Distributions. It is our hope that the present
investigation will spawn a host of new experiments that will
seek to confirm or deny our theoretical predictions. There is a
dearth of such experiments at the present time, both for the rate
coefficient and the product distribution. To this end, we include
in the present article a large number of predictions for product

distributions at various temperatures and pressures. These are
contained in Figures 8 through 16, which are plots ofRbi and
Ri (i ) I, ... VII) defined by eq 13, as a function of pressure, 1
Torr e p e 10 atm, for a series of temperatures (295, 500,
650, 800, 1000, 1200, 1500, 1700, and 2000 K).

First, consider the low-temperature regime, which we shall
take to beT e 800 K, although the precise temperature range
is not really well defined. In this regime, the trends in the
product distributions as a function of pressure are as one might
expect. At very low pressures, no stabilization can occur, and
the only product is phenyl+ H. As pressure is increased, the
first stabilization products one sees are the ones with the deepest
wells: benzene, fulvene, and 2-ethynyl-1,3-butadiene. As

Figure 8. Product distribution as a function of pressure atT ) 295
K.

Figure 9. Product distribution as a function of pressure atT ) 500
K.

Figure 10. Product distribution as a function of pressure atT ) 650
K.
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pressure is increased further, these products are supplanted by
those that occur earlier along the reaction path shown in Figure
1. By the time we reachp ) 10 atm atT ) 295 K, the only
significant products are those that are formed directly from C3H3

+ C3H3, i.e., well I, well II, and well V. In effect, the high-
pressure-limit product distributions for these recombination
reactions have been reached at this point. The major change
brought about by an increase in temperature in this regime is
that the low-pressure products tend to persist to higher pressures.

As discussed in the Theory section, we constrainedk1a∞, k1b∞,
andk1c∞ to reflect the product distribution determined by Fahr
and Nayak atT ) 295 K andp ) 50 Torr. However, because
the isomerization from well I (1,5-hexadiyne) to well II, and

on to well III (dimethylene-cyclobutene) occurs so readily, the
master equation results do not produce the intended effect. Such
a result could possibly be a consequence of an error in the BAC-
MP4 threshold energyE02. One might naturally ask what change
in E02 would bring the master equation results in line with the
Fahr and Nayak measurements. This question is answered in
Figure 17. An increase of 4 to 5 kcal/mol would increaseRI to
a value above 0.5, which is probably within the error limits of
the experimental value ofRI) 0.60. Figure 17 also shows that
the increase inRI asE02 is raised occurs at the expense ofRIII

and that an increase inE02 of 10 kcal/mol causesRI effectively
to reach its high-pressure limit.

Figure 11. Product distribution as a function of pressure atT ) 800
K.

Figure 12. Product distribution as a function of pressure atT ) 1000
K.

Figure 13. Product distribution as a function of pressure atT ) 1200
K.

Figure 14. Product distribution as a function of pressure atT ) 1500
K.

Figure 15. Product distribution as a function of pressure atT ) 1700
K.

Figure 16. Product distribution as a function of pressure atT ) 2000
K.
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At T ≈ 650 K Alkemade and Homann63 detected the products
(roughly in order of importance) 1,2 hexadiene-5-yne (well V),
benzene (well VII), 1,3-hexadiene-5-yne (not shown in Figure
1), 1,5-hexadiyne (well I), and 1,2,4,5-hexatetraene (well II) at
pressures between 2 and 4 Torr. These results are in conflict
with the master equation predictions shown in Figure 10. Most
of the discrepancy may be due to the way we constrained our
values ofk1a∞, k1b∞, andk1c∞ at T ) 295 K, forcing head-to-
head recombination of the propargyl radicals to be the dominant
reaction mechanism. Alkemade and Homann’s results strongly
imply that head-to-tail recombination is dominant atT ≈ 650
K, at least if the BAC-MP4 PES is correct. For Alkemade and
Homann’s result to be compatible (on the basis of the BAC-
MP4 potential) with that of Fahr and Nayak, on whose
experiments our values ofk1∞ are based, would require a
crossing ofk1a∞ andk1c∞ between 295 and 650 K. A particularly
interesting result from Alkemade and Homann’s experiment is
the detection of 1,3-hexadiene-5-yne as a product. The BAC-
MP4 potential shows that this C6H6 isomer is accessible by
isomerization from well V.22,23 However, the Vf VI path is
favored over this isomerization by about 25 kcal/mol. As noted
by Melius et al.,23 earlier thermal pyrolysis experiments favor
the V f VI path over 1,3-hexadiene-5-yne formation. If the 2
isomerization barriers were not so different, the two results might
be compatible, since one experiment is thermally activated and
the other is chemically activated. It is also not out of the question
that an undiscovered path connecting well I or well II to 1,3-
hexadiene-5-yne might exist. Such a path could also help to
explain the discrepancy.

For temperatures aboveT ) 800 K, another factor begins to
affect the product distributions: various isomers begin to reach
their “stabilization limits.” Although 1,5-hexadiyne is one of
the dominant products above 1 atm in Figure 11 (T ) 800 K),
its branching fraction drops below the threshold of the plot at
1000 K, a consequence of passing its stabilization limit. Well
II (1,2,4,5-hexatetraene) also reaches its stabilization limit atT
≈ 800 K, but the consequence in this case is that it equilibrates
with dimethylene cyclobutene (well III). ForT > 800 K, well
II and well III respond in concert to changes in temperature
and pressure.

As temperature increases from 800 to 2000 K, each C6H6

isomer in turn reaches its stabilization limit and drops off the
subsequent branching fraction plots. Well I reaches its limit
between 800 and 1000 K, well V between 1000 and 1200 K,
wells II and III between 1200 and 1500 K, and well VI between
1500 and 1700 K. Fulvene reaches its stabilization limit between
1700 and 1800 K, although the 1800 K result is not shown,

and benzene drops off the plots between 1800 and 2000 K. For
T g 2000 K, the only significant product is phenyl+ H.

For combustion purposes the important products are fulvene,
benzene, and phenyl+ H. Their branching fractions are plotted
in Figure 18 as a function of temperature for two different
pressures. The 50 Torr case is typical of low-pressure flame
experiments, and the 1 atm case is intended to represent normal
combustion at atmospheric pressure. Decreasing the pressure
below 50 Torr increasingly favors phenyl+ H; increasing the
pressure above 1 atm does not change the results very much.
Both RIV and RVII drop off dramatically as the fulvene and
benzene stabilization limits are reached; each has also risen
rapidly as the isomers preceding it along the reaction path reach
their stabilization limits. Note particularly the connection
between Figure 7 and Figure 18. At 1200 K thek(T,p) curve in
Figure 7 shifts from-λ8/nm (governed by TS-1) to-λ4/nm

(governed by TS-4). This shift corresponds to the stabilization
limits having been reached for all the isomers to the left of TS-4
in Figure 1a. The branching fractions for these species is
negligible beyond this temperature, as is clear from Figure 18.
A similar shift occurs between 1600 and 1700 K fromk(T,p)
being governed by-λ4/nm (TS-4) to-λ2/nm (TS-7) as fulvene’s
stabilization limit is reached. The occurrence of stabilization
limits triggers the appearance of avoided crossings in Figure 7.
Actually, an avoided crossing also indicates a shift in equilibrium
in favor of the reactants.43 For T g 2000 K, benzene’s
stabilization limit has also been reached, and the only product
is phenyl+ H, but its rate of formation is still controlled by
the fulveneT benzene isomerization transition state.

It is of interest to examine what happens in the vicinity of a
stabilization limit. We shall do this for fulvene. Consider Figure
19, which shows thermal equilibrium energy distributions and
〈∆E〉(E) at a series of temperatures for well IV. Note that the

Figure 17. Effect of increasingE02 on the product distribution atT )
295 K andp ) 50 Torr.

Figure 18. Fulvene, benzene, and phenyl+ H branching fractions as
a function of temperature forp ) 50 Torr (a) andp ) 1 atm (b).
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〈∆E〉 ) 0 point tracks the peak in the thermal energy distribution
very closely. AtT ) 1000 K, the peak of the thermal distribution
and the〈∆E〉 ) 0 point are well belowE07, the isomerization
limit. Correspondingly,〈∆E〉(E07) ≈ -140 cm-1, i.e., it is
significantly negative. As the temperature increases, the thermal
distribution shifts to higher energies, and〈∆E〉(E07) gets
increasingly smaller in magnitude until it becomes zero at
approximately 2000 K. However, let us focus attention on the
curves forT ) 1850 K, which is just 150 K past the stabilization
limit for fulvene described above. At this temperature, the peak
in the thermal distribution is atE ≈ -45 kcal/mol, which is
only 7 kcal/mol below the isomerization barrier, and the
equilibrium population atE ) E07 is greater than 90% of the
peak. The ultimate function of collisions is to try to establish
(or maintain) the equilibrium distribution, but under such
conditions, rapid isomerization from a large fraction of the high
energy wing causes complexes with those energies to react on
a time scale that is much smaller than that for reactant decay.
In such cases, where the “stabilization bottleneck” (the〈∆E〉 )
0 point) approaches the isomerization limit, isomerization
becomes a nearly infinite sink for complexes, at least as long
as chemical equilibrium favors the products. This situation has
been described in slightly different terms previously by Miller.1

One should not get the idea that every stabilization limit is

like the one just described for fulvene. The fulveneT benzene
transition state (TS-7) is extremely tight, resulting in relatively
slow isomerization rates. As a consequence, a relatively large
fraction of the thermal distribution is pushed above the
isomerization threshold before the stabilization limit is triggered.
In cases where the transition state is much looser (and the
isomerization or dissociation rates much faster) than that for
fulvene, the stabilization limit occurs much sooner, i.e., when
a smaller fraction of the thermal distribution lies above the
reaction threshold. The dissociation of benzene to phenyl+ H
is a good example of the latter case.

An important issue that we have not addressed in the present
work is how best to represent the master equation results in
terms of phenomenological rate coefficients. For example,
consider the temperature range, 1200< T < 1600 K. It is clear
that one could describe our results in this temperature range as
the direct reactions

The master equation results satisfy all the criteria that we can
think of to be consistent with a description in terms of these
three elementary steps, namely that there is a single time
constant for decay ofxR(t) and rise of the products and that the
results are independent of the value ofnm (a point that we have
not mentioned previously). However, it may be more accurate
and more prudent to describe the processes in question as

Here the “intermediate wells” step is intended to be a shorthand
representation of a number of intermediate isomerizations (and
dissociations) connecting one intermediate well to another and
to the indicated products. If such reactions were fast, this latter
description of the chemistry would yield results identical to the
former. Other scenarios may also lead to ambiguity in the
phenomenological description. Ultimately, it may be instructive
and practically useful to try to determine how much of each
product is formed “directly” and how much is formed “indi-
rectly” in cases such as this one.43

Concluding Remarks

In the present article we have discussed at some length the
recombination reaction between two propargyl radicals. The
principal basis of our discussion is the solution of the time-
dependent, multiple-well master equation using the BAC-MP4
potential energy surface and microcanonical (RRKM) rate
coefficients calculated from it. Several interesting and important
results emerge from the analysis.

1. The thermal rate coefficientk(T,p) drops off precipitously
at high temperature, independent of the pressure. One can
identify three different temperature regimes for the rate coef-
ficient. (i) T < 500 K. In this rangek(T,p) ≈ k∞(T) for all
pressures. (ii) 500 Ke T < 2000 K. The thermal rate coefficient
here is a function of pressure, as one might normally expect.
(iii) T g 2000 K. AtT ) 2000 K, all thek(T,p) curves coalesce
into k0(T), the rate coefficient at the collisionless limit. This is

Figure 19. Equilibrium thermal population distributions (a) and〈∆E〉-
(E) (b) for fulvene at selected temperatures, illustrating the “stabilization
limit” concept.

C3H3 + C3H3 f benzene

f fulvene

f phenyl+ H

C3H3 + C3H3 f intermediate wells

intermediate wellsf benzene

f fulvene

f phenyl+ H
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the same effect we observed previously in our investigations
of the C2H5 + O2 and C2H3 + C2H2 reactions. We call this
temperature the “coalescence temperature.” The situation occurs
when all the recombination products reach their “stabilization
limits,” a condition discussed at length in the paper. Our
predictions ofk(T,p) are in good agreement with experiment,
even though there are not very many experiments with which
to compare.

2. The product distributions forT < 800 K are relatively easy
to understand from conventional reasoning. The importance of
a particular product at any pressure is determined by its position
along the reaction path and its RRKM lifetime. ForT g 800
K, the various branching fractionsRi(i ) I, ..., VII) begin to
drop to zero with relatively small increases in temperature, a
consequence of each isomer individually reaching its stabiliza-
tion limit. For T > 1200 K, only fulvene, benzene, and phenyl
+ H are significant products; above 1700 K only benzene and
phenyl+ H are important, and above 2000 K the only product
is phenyl+ H.

3. Interpreting the master equation results in terms ofG, the
“transition matrix,” is very interesting and instructive. Consistent
with the idea that the slow normal modes of relaxation
correspond to chemical reaction, it is possible to identify each
transition state with an eigenvalue/eigenvector pair, usually on
a one-to-one basis. However, in the present case the three
transition states corresponding to the three ways two propargyl
radicals can come together all correlate with one eigenvalue,
λ8. The chemically significant eigenvalues, eight in the present
case, are the algebraically largest ones (i.e., the least negative).
At sufficiently low temperatures, these eigenvalues are the
“fundamental relaxation rates” for particular isomerization or
dissociation/recombination reactions, e.g., benzeneT fulvene
and benzenef phenyl + H. As the temperature increases,
crossings and “avoided crossings” of the eigenvalue curves
appear, and the simple low-temperature interpretation may no
longer apply. In the case of avoided crossings, thek(T,p) curve
jumps from one eigenvalue to the other, indicating that control
of the overall rate has shifted from one transition state to another.
Such shifts are triggered by reaching the stabilization limits (and
equilibration) of all the isomers along the reaction path that lie
ahead of the transition state to which control is being transferred.
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